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Accuracy vs. Intelligibility Tradeoff ???

GlassBox

BlackBox
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Accuracy vs. Intelligibility Tradeoff – No Longer True for Tabular Data
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EBMs

Accuracy vs. Intelligibility Tradeoff – No Longer True for Tabular Data
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GlassBox

BlackBox

Chang, C.H., Tan, S., Lengerich, B., Goldenberg, A. and Caruana, R.
“How Interpretable and Trustworthy are GAMs?”  KDD2021
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“We observed that the best interpretable models can perform 
approximately as well as the best black-box models(XGBoost)”

Wang, C., Han, B., Patel, B., Mohideen, F. and Rudin, C., 2020. 
In Pursuit of Interpretable, Fair and Accurate Machine Learning for 
Criminal Recidivism Prediction. arXiv preprint arXiv:2005.04176.
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Agarwal, R., Melnick, L., Lengerich, B. ,Frosst, N., Zhang, X., Caruana, R. & Hinton, G.E., 
Neural Additive Models: Interpretable Machine Learning with Neural Nets, NeurIPS 2021.
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?

EBMs:  Generalized Additive Models (GAMs)

Linear/Logistic

Regression 

BlackBox

Machine Learning
GAMs/EBMs

• Interpretable

• Not very accurate

• Can’t model nonlinearities

• Can’t model normal in middle

• Sometimes gets sign wrong!

• More interpretable than linear/logistic

• Can be very accurate

• Can model nonlinearities

• Can model normal in middle

• More likely to show important effects

• Not interpretable (blackbox)

• Can be very accurate

• Can model nonlinearities

• Can model normal in middle

• More likely to learn spurious effects

• Invented by Hastie & Tibshirani 1980’s
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?

EBMs:  Generalized Additive Models (GAMs)

Linear/Logistic

Regression 

BlackBox

Machine Learning
GAMs/EBMs

 Linear Model:  y = β0 + β1x1 + β2x2 + ... + βn xn

 Generalized Additive Model: y = f1(x1) + f2(x2) + ... + fn (xn) 

 Additive Model with Pairwise Interactions: y = Ʃi fi (xi) + Ʃij fij (xi , xj ) + Ʃijk fijk (xi , xj , xk )

 Full Complexity Models: y = f (x1, ..., xn)

 Generalized Additive Model: y = f1(x1) + f2(x2) + ... + fn (xn) 

 Additive Model with Pairwise Interactions: y = Ʃi fi (xi) + Ʃij fij (xi , xj )



Example 1: Pneumonia Mortality
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Pneumonia Dataset (collected 1989): 46 Features
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What EBMs Learn about Pneumonia Risk vs. Age
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Fix Age > 100 Problem (Enforce Monotonicity)
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Original Model is Correct for Actuarial Use



Microsoft ResearchRich Caruana

 Model correctness (and accuracy) depends on how model will be used
 This is a good model for health insurance provides
 But needs to be repaired before using for patient treatment decision

 A few things intelligible model learned:
 Beware of jumps at round numbers --- almost always due to human/social/policy effects
 Asthma => lower risk
 History of chest pain => lower risk
 History of heart disease => lower risk
 Obstructed airway => lower risk
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 Model correctness (and accuracy) depends on how model will be used
 This is a good model for health insurance provides
 But needs to be repaired before using for patient treatment decision

 A few things intelligible model learned:
 Beware of jumps at round numbers --- almost always due to human/social/policy effects
 Asthma => lower risk
 History of chest pain => lower risk
 History of heart disease => lower risk
 Obstructed airway => lower risk
 …
 Model is rewarded with high accuracy on test set for predicting these things!

 Important: Must keep potentially offending features in model!
 Let model become as biased as it can be
 Then delete or edit terms after seeing what model learned
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Intelligibility Can Create New Medical Science
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Intelligibility Can Create New Medical Science
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Treatment Effects Ubiquitous in All Medical Data
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Pairwise Interactions?

Like XOR (parity), interactions can’t be modeled as a sum of independent effects: 

f (b1) + f (b2) ≠ f (b1, b2)
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Pairwise Interaction: Age x Cancer (Pneumonia-95)

Age vs. Cancer



Example 2: ICU Mortality
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Intelligibility Helps Debug Data: PaO2/FiO2 Ratio 
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Intelligibility Helps Debug Data: PaO2/FiO2 Ratio 
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Intelligibility Helps Debug Data: PaO2/FiO2 Ratio 
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Intelligibility Has Completely Changed How

We Think About and Handle Missing Values



Example 3: Housing Price Data
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Housing Pricing Data
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Housing Pricing Data



Example 4: Wikipedia Malicious Edits
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Wikipedia/Wikimedia

 160,000 edits per day, 10-15% of which are flagged as damaging (e.g., malicious)

 Current ML tools are not intelligible, do not give help or explanations to editors
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Wikipedia/Wikimedia

 160,000 edits per day, 10-15% of which are flagged as damaging (e.g., malicious)

 Current ML tools are not intelligible, do not give help or explanations to editors
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Impact on Real Policy

“For America's recent presidential election, 

editing articles was restricted to accounts 

more than 30 days old, and with at least 

500 edits ...” – The Economist, Jan 7th 2021 



Example 5: Severe Maternal Morbidity
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Pregnancy & Severe Maternal Morbidity (SMM)

 SMM: predicting maternal risk during labor in NTSV population:

 Hemorrhage or need for blood transfusion

 Thromboembolism

 Hysterectomy

 Eclampsia

 … 

 Before our work, the main risk factors for severe maternal morbidity (SMM) were:

 Maternal hypertension (pre-eclampsia)

 Maternal diabetes

 Maternal obesity

 …

Rich Caruana, Ben Lengerich (CMU), Vivienne Suiter M.D. (FHCQ)
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a b

Intelligible ML Says Most Important Factors Are…



Microsoft ResearchRich Caruana

“BMI” for Pregnancy



Example 6: Cancer Treatment
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Cancer Mortality Risk vs. Age

Zheng Zhang, Ying Xiao M.D., Sang Ho Lee (University of Pennsylvania), Rich Caruana (Microsoft)



Microsoft ResearchRich Caruana

Cancer Mortality Risk vs. Age

Selection Bias

Zheng Zhang, Ying Xiao M.D., Sang Ho Lee (University of Pennsylvania), Rich Caruana (Microsoft)
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Cancer Mortality Risk vs. Age

Zheng Zhang, Ying Xiao M.D., Sang Ho Lee (University of Pennsylvania), Rich Caruana (Microsoft)



Example 7: COVID-19 Mortality
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Ben Lengerich (CMU/MIT), Rich Caruana (Microsoft), Aphinyanaphongs Yindalon (NYU)
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Women
Men

Ben Lengerich (CMU/MIT), Rich Caruana (Microsoft), Aphinyanaphongs Yindalon (NYU)
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Joint work with Aphinyanaphongs Yindalon (NYU)

Surprise! Expected
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Mortality Risk from 
Comorbidities and 
Out-patient Meds
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Mortality Risk from 
In-patient Meds



Joint work with Ben Lengerich (CMU) & Aphinyanaphongs Yindalon (NYU)

Narrow Range
of Effectiveness
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MSR Aether MSR AI MSR AlgorithmsU. Penn Stanford

Differential Privacy via EBMs
ICML 2021



Microsoft ResearchRich Caruana

High Accuracy, Perfect Interpretability, Strong Privacy

Comparison of DP-EBM with DP Logistic Regression and DP Boost. 

Average AUROC of 25 folds of cross validation at varying privacy guarantees.
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 Differential privacy can introduce noise 
and unwanted bias

 Is 80 less risky than 77 and 82? 

 Bias will impact minorities more

 Impossibility Results in Fairness + DP: 
[Cummings, Gupta, Kimpara, Morgenstern]

“We show that it is impossible to achieve 
both differential privacy and exact 
fairness while maintaining non-trivial 
accuracy”

 Intuitively makes sense – need more noise to 
protect smaller populations.

Editing Unwanted Bias
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Editing Unwanted Bias We can fix this!

 Differential privacy can introduce noise 
and unwanted bias

 Is 80 less risky than 77 and 82? 

 Bias will impact minorities more

 Impossibility Results in Fairness + DP: 
[Cummings, Gupta, Kimpara, Morgenstern]

“We show that it is impossible to achieve 
both differential privacy and exact 
fairness while maintaining non-trivial 
accuracy”

 Intuitively makes sense – need more noise to 
protect smaller populations.
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Monotonicity for Free Optimal Monotonicity via Postprocessing:

Pool Adjacent Violators Algorithm (PAV)
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Monotonicity for Free Optimal Monotonicity via Postprocessing:

Pool Adjacent Violators Algorithm (PAV)
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Rishabh Agarwal, Levi Melnick, Ben Lengerich, Nicholas Frosst, Xuezhou Zhang, Rich Caruana, Geoffrey Hinton

NAMs: Neural Additive Models 
Interpretable Machine Learning With Neural Nets

NeurIPS 2021 
Spotlight 

Paper
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Differential Privacy and Interpretability 

in Causal Modeling
CLEAR ‘22: Oral Presentation
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Summary

 Every dataset has flaws

 Every time we apply glass-box ML to a new dataset we find these kinds of problems

 High accuracy not sufficient --- models are rewarded with high accuracy for predicting wrong things

 Without intelligibility and explanation you’re flying blind --- that’s dangerous!

 Glass-Box ML models like EBMs and NAMs give you the tools to need:

 To understand, vet and edit your model before using it clinically

 Learn from your data to improve healthcare

 EBMs & NAMs are currently the most accurate glass-box learning methods available

 Easy to use open-source package: github.com/interpretml/interpret

 Can now train glass-box EBM models just as easily as XGBoost, GBT, RF, …

 If you work in healthcare, don’t use linear/logistic regression --- they’re not accurate and they lie!
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InterpretML

Open-Source Tool for Intelligibility

github.com/interpretml/interpret
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Microsoft Research

Thank You!



Algorithm Sketch
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How to Fit Pairwise Interactions ?

 FIT MAINS:

 Fit main effects first

 Freeze the main effects

 Compute residual of main effects to original targets

 FIT PAIRS:

 There are O(N2) possible pairs --- don’t want to add that many terms to model

 Use algorithm called FAST to heuristically sort O(N2) pairs by match to residual

 User selects number of pairs to add to model

 Run same round-robin boosting algorithm to fit K pairs

 Final Model = N Mains + K Pairs





























Final Model:   Mains + Select Pairwise Interactions



Final Model:   Mains + Select Pairwise Interactions



Final Model:   Mains + Select Pairwise Interactions



Microsoft ResearchRich Caruana

Do’s and Don’ts for EBMs

 Don’t do feature selection --- first train EBM model on all available features

 Don’t do feature engineering --- first train EBM model using raw features

 Don’t impute missing values --- first train EBM model using unique codes for missing

 Do compare accuracy of EBM to other blackbox models such as DNN, GBT, and RF

 Do look at graphs --- there’s gold (and secrets) hidden in those graphs

 Do detective work to understand anomalies --- data scientists + domain experts

 Do fix problems --- either edit graphs, clean data, or get new data

 Do compare graphs trained on this data to graphs from other data (other years, …)


