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Concave risk curve 
suggests that changes in 
physician behaviors are 
triggered by thresholds of 
3 and 5 mg/dL.

Elevated creatinine levels are 
an indicator of renal failure, 
but patients with creatine 
>5mg/dL appear low-risk.

https://www.medrxiv.org/content/10.1101/2022.04.30.22274520v1
https://www.medrxiv.org/content/10.1101/2022.04.30.22274520v1
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● Risk jumps, then flattens at BUN 
35 mg/dL

● Risk decreases for men BUN>100 
mg/dL, but for women risk 
continues climbing

● Severe tachycardia is good?
● Elevated creatinine is good?
● History of chest pain, asthma, 

chronic lung disease are good?
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Finding 
these risk 
patterns

suggests the 
underlying 
protocols could 
be improved



What if interactions matter?
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Fit black-box model 
with non-linear 
decision surface

Then interpret 
with locally-
linear models
LIME, Ribeiro et al. 2016

https://arxiv.org/abs/1602.04938
https://arxiv.org/abs/1602.04938


Locally-Linear Models Sacrifice Nothing?

8

ReLU NNs are both 
universal 
approximators 

AND  

Piecewise-linear
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• Varying-coefficients linear model [Hastie 1993]:

Y = βX + ϵ,  where β = Cϕ

• Let’s put it on modern ML steroids

• If we can solve technical problems: dimensionality, stability, etc

• Then backprop allows us to make any model class contextualized
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Our Solution:  
Contextualized Machine Learning
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Latent systems

Model 
parameters

Observations

Context 
Observations

Meta-Model
Constrained Model Parameters: 
    Archetypes + Subtypes 

Constrained Meta-Model: 
    Neural Additive Model 
  
Regularized Meta-Model: 
    Dropout 
    Bootstrap, L1, L2, Multitask tricks

[Al-Shedivat et al. 2020] 
[Platanios et al. 2018]

[Agarwal et al. 2021]

https://www.jmlr.org/papers/volume21/18-856/18-856.pdf
https://arxiv.org/abs/1808.08493
https://www.jmlr.org/papers/volume21/18-856/18-856.pdf
https://arxiv.org/abs/1808.08493
https://proceedings.neurips.cc/paper/2021/hash/251bd0442dfcc53b5a761e050f8022b8-Abstract.html
https://proceedings.neurips.cc/paper/2021/hash/251bd0442dfcc53b5a761e050f8022b8-Abstract.html


Toy Example: Heterogeneous Treatment Effects
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Context:	
Risk	factors

Model:	
Treatment	effects

Observations:	
Treatment	response
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Toy Example: Heterogeneous Treatment Effects



Population Model: No Heterogeneity

Jamie

Joe

Learn	a	single	(population)	model	by	solving	𝑌 = 𝑋�̂� + �̂�
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Cluster-Based Models: Limited Heterogeneity

Jamie

Joe

Cluster	 ,	then	for	each	cluster	solve	𝐶 𝑌𝑐 = 𝑋𝑐 𝛽𝑐 + 𝜇𝑐

20



Implicit Models: Unorganized

Jamie

Joe

𝑌 = Φ(𝐶, 𝑋)  → �̂� =  
𝜕Φ
𝜕𝑋
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Context Encoder: Generalizability by Learning Latent Structure

Jamie

Joe

𝑌 = 𝑋 𝛽Φ(𝐶,  𝜖) + 𝜇Φ(𝐶,  𝜖)
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In the worst case, context encoders recapitulate the population model

Jamie

Joe

𝑌 = 𝑋 𝛽Φ(𝜖) + 𝜇Φ(𝜖) → 𝑌 = 𝑋�̂� + �̂�

23



contextualized.ml

With Caleb Ellington, Eric Xing, Manolis Kellis
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sklearn-like interface:

25

Common keywords: 
• n_bootstraps 
• n_archetypes 
• link function  
• meta-model type 
• multitask sharing strategy

Making predictions:



Disease Subtyping Vignette 1: 
Alzheimer’s Disease
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With Yosuke Tanigawa, Na Sun, Carles Boix, Leyla Akay, Manolis Kellis



Contextualized Analysis Reveals Personalized Markers of Alzheimer’s Disease

Data 
● 430 patients with single-cell RNA-seq of 

post-mortem brain samples 
● Aggregated to pseudo cell-sorted (cell 

type), flattened for each patient 
● Extensively pre-processed for QC 
● Context: demographics, clinical factors 
● Outcome: AD / Healthy
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AD / Healthy

ApoE4Thyroid 
Dysregulation 

at Baseline

Male / Female Smoking 
History

Personalized Regression 
Improves Predictive Performance 

Tests AUCs: 
• Population Model: 0.67 
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Disease Subtyping Vignette 2:  
Personalized Treatment Benefits in Covid-19
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With Mark Nunnally, Yin Aphinyanaphongs, Caleb Ellington, Rich Caruana

https://www.sciencedirect.com/science/article/abs/pii/S1532046422001022
https://www.sciencedirect.com/science/article/abs/pii/S1532046422001022
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 Tree-based EBMs are great at modeling healthcare data, 
but not differentiable. Can we combine EBM benefits with 

contextualized treatment estimation? 

 Solution:

Reveals that treatment effectiveness changes 
based on inflammation and thrombosis factors:

Personalized Treatment Benefits in Covid-19
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Disease Subtyping Vignette 3: 
Discriminative Subtypes of Lung Cancer

30

With Maruan Al-Shedivat, Amir Alavi, Jennifer Williams, Sami Labbaki, Eric Xing

https://www.medrxiv.org/content/10.1101/2020.06.25.20140053v1
https://www.medrxiv.org/content/10.1101/2020.06.25.20140053v1


3-way Classification Task: Adenocarcinoma / Squamous Cell Carcinoma / Healthy

31

Discriminative Subtypes Connect Histopathology and Transcriptomics
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Discriminative Subtypes Reveal Biological Patterns 

32

Sample-specific models improve classification 
performance on held-out (test) patients

Transcriptomic Archetypes focus on 
biologically-relevant processes

Archetypal Models connect 
Transcriptomics to Morphology

RUNX1

SMAD4

WNT



Disease Subtyping Vignette 4: 
Contextualized Network Inference
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With Caleb Ellington, Bryon Aragam, Eric Xing, Manolis Kellis

https://arxiv.org/abs/2111.01104
https://arxiv.org/abs/2111.01104


Context-Specific Bayesian Networks
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Solution: Smooth DAG-ness regularizer

[Zheng et al 2018] showed that “DAG”-ness can be encoded as a smooth function: 

 

NOTEARS: Non-combinatorial Optimization via Trace Exponential and 
Augmented lagRangian for Structure learning

tr(eW⋅W)

37
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NOTEARS-Optimized Mixtures of Archetypal DAGs (NOTMAD)
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38

Wi = ϕθ(Ci) =
K

∑
k=1

σ(fθ(Ci))k
Wk

arg min
θ,W1:k

n

∑
i=1

α
2

(Xi − Xiϕθ(Ci))2 + βtr (eϕθ(Ci)⋅ϕθ(Ci)) +
K

∑
k=1

γ |Wk |1

Data Likeliihood (Squared Error) DAG-ness Archetype Sparsity

Archetype 
Networks

Sample Subtype
Giving us the optimization:



NOTEARS-Optimized Mixtures of Archetypal DAGs (NOTMAD)
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Personalized Networks allow us to ask about gene network heterogeneity

40

• The	Cancer	Genome	Atlas	
• Context:	patient	demographics,	
immune	cell	proportions	

• Network	data:	bulk	RNA-seq		
• Plot:	samples	grouped	by	cancer	
tissue-of-origin,	(#)	indicates	the	
number	of	samples	from	that	
tissue	in	the	training	set	

• Lower	MSE	(mean	squared	
error)	is	better	
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Sample Networks Cluster According to Medical Heterogeneity

● Recovers Lung Adenocarcinoma/
Squamous cell carcinoma split
● Identifies a subset of 

squamous cell carcinomas to 
be molecularly similar to 
adenocarcinomas

● Identifies two clusters of colon 
adenocarcinomas which 
correspond to morphologically-
distinct tumors

41
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With Caleb Ellington, Eric Xing, Manolis Kellis
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Thank you!
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contextualized.ml

Demos online 
Pull requests/issues welcome 

blengeri@mit.edu

● Computational Biology Lab @MIT 
● Manolis Kellis 
● Jackie Yang 
● Yosuke Tanigawa 

● Microsoft Research 
● Rich Caruana 
● Anthony Platanios  
● Harsha Nori 

● SAILING Lab @CMU 
● Eric Xing 
● Caleb Ellington 
● Maruan Al-Shedivat 
● Bryon Aragam
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