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\left.\frac{\delta^{n}}{\delta\left(A_{1}+A_{2}\right)^{n}} \ln Z_{S K}\right|_{A_{1}-A_{2}=0}=0
$$

This is a topological symmetry. It is possible to construct topological theories in the following way:
I.A Grassmanian nilpotent operator $Q$
2. Physical operators (and the action) vanish under $Q$.
3.The energy momentum tensor is given by: $T^{\mu \nu}=\delta_{Q} V^{\mu \nu}$
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\begin{aligned}
\delta_{g} Z & =\int D \phi \delta_{g} e^{i S} \\
& =\int D \phi\left(\int d^{d} x \sqrt{-g} \frac{1}{2} \delta_{Q} V^{\mu \nu} \delta g_{\mu \nu}\right) e^{i S}
\end{aligned}
$$

## Schwinger-Keldysh

This is a topological symmetry. It is possible to construct topological theories in the following way:
I.A Grassmanian nilpotent operator $Q$
2. Physical operators (and the action) vanish under $Q$.
3.The energy momentum tensor is given by: $T^{\mu \nu}=\delta_{Q} V^{\mu \nu}$
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\begin{aligned}
& \delta_{g} Z=\int D \phi \delta_{g} e^{i S} \\
&=\int D \phi\left(\int d^{d} x \sqrt{-g} \frac{1}{2} \delta_{Q} V^{\mu \nu} \delta g_{\mu \nu}\right) e^{i S} \\
& \delta_{g} S=\int d^{d} x \sqrt{-g} T^{\mu \nu} \delta g_{\mu \nu}
\end{aligned}
$$

## Schwinger-Keldysh

This is a topological symmetry. It is possible to construct topological theories in the following way:
I.A Grassmanian nilpotent operator $Q$
2. Physical operators (and the action) vanish under $Q$.
3.The energy momentum tensor is given by: $T^{\mu \nu}=\delta_{Q} V^{\mu \nu}$

$$
\begin{aligned}
\delta_{g} Z & =\int D \phi \delta_{g} e^{i S} \\
& =\int D \phi\left(\int d^{d} x \sqrt{-g} \frac{1}{2} \delta_{Q} V^{\mu \nu} \delta g_{\mu \nu}\right) e^{i S} \\
& =\int D \phi \delta_{Q}\left(\int d^{d} x \sqrt{-g} \frac{1}{2} V^{\mu \nu} \delta g_{\mu \nu} e^{i S}\right)
\end{aligned}
$$

## Schwinger-Keldysh

This is a topological symmetry. It is possible to construct topological theories in the following way:
I.A Grassmanian nilpotent operator $Q$
2. Physical operators (and the action) vanish under $Q$.
3. The energy momentum tensor is given by: $T^{\mu \nu}=\delta_{Q} V^{\mu \nu}$

$$
\begin{aligned}
\delta_{g} Z & =\int D \phi \delta_{g} e^{i S} \\
& =\int D \phi\left(\int d^{d} x \sqrt{-g} \frac{1}{2} \delta_{Q} V^{\mu \nu} \delta g_{\mu \nu}\right) e^{i S} \\
& =\int D \phi \delta_{Q}\left(\int d^{d} x \sqrt{-g} \frac{1}{2} V^{\mu \nu} \delta g_{\mu \nu} e^{i S}\right) \\
& =0
\end{aligned}
$$

## Schwinger-Keldysh
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I.A Grassmanian nilpotent operator $Q$
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I.A Grassmanian nilpotent operator $Q$
2. Physical operators (and the action) vanish under $Q$.
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## Schwinger-Keldysh

This is a topological symmetry. It is possible to construct topological theories in the following way:
I.A Grassmanian nilpotent operator $Q$
2. Physical operators (and the action) vanish under $Q$.
3.The energy momentum tensor is given by: $T^{\mu \nu}=\delta_{Q} V^{\mu \nu}$ So a minimal prescription to make $L(\phi)$ topological is:

$$
\begin{aligned}
& \text { I. } \$=\phi+\theta \psi \\
& \text { 2. } \delta_{Q} \$=\frac{\partial}{\partial \theta} \phi \quad \begin{array}{l}
\theta \text { is a fictitious fermonic coordinate } \\
\text { in the sense that } \theta^{2}=0 .
\end{array} \\
& \text { 3. } S=\int d \theta d^{d} \sigma L(\$) \quad \text { is a translation in the } \theta \text { direction. }
\end{aligned}
$$

## Schwinger-Keldysh

$$
\left.\frac{\delta^{n}}{\delta\left(A_{1}+A_{2}\right)^{n}} \ln Z_{S K}\right|_{A_{1}-A_{2}=0}=0
$$

This is a topological symmetry. It is possible to construct topological theories in the following way:

Making $L(\phi)$ topological
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2. $Q \oiint=\frac{\partial}{\partial \theta} \rrbracket$
3. $S=\int d \theta d^{d} \sigma L(\$)$

## Schwinger-Keldysh

$$
\left.\frac{\delta^{n}}{\delta\left(A_{1}+A_{2}\right)^{n}} \ln Z_{S K}\right|_{A_{1}-A_{2}=0}=0
$$

This is a topological symmetry. It is possible to construct topological theories in the following way:

Making $L(\phi)$ topological
I. $\$=\phi+\theta \psi$
2. $Q \phi=\frac{\partial}{\partial \theta} \$$
3. $S=\int d \theta d^{d} \sigma L(\$)$

For the Schwinger-Keldysh theory
I. $\mathbb{X}_{r}=\frac{1}{2}\left(X_{1}+X_{2}\right)+\theta X_{\bar{g}}$

$$
\mathbb{Z}_{a}=X_{g}+\theta\left(X_{1}-X_{2}\right)
$$

## Schwinger-Keldysh

$$
\left.\frac{\delta^{n}}{\delta\left(A_{1}+A_{2}\right)^{n}} \ln Z_{S K}\right|_{A_{1}-A_{2}=0}=0
$$

This is a topological symmetry. It is possible to construct topological theories in the following way:

Making $L(\phi)$ topological
I. $\beta=\phi+\theta \psi$
2. $Q \$=\frac{\partial}{\partial \theta} \$$
3. $S=\int d \theta d^{d} \sigma L(\$)$

For the Schwinger-Keldysh theory
I. $\mathbb{X}_{r}=\frac{1}{2}\left(X_{1}+X_{2}\right)+\theta X_{\bar{g}}$
$\mathbb{Z}_{a}=X_{g}+\theta\left(X_{1}-X_{2}\right)$
2. $\delta_{Q} \mathcal{K}=\frac{\partial}{\partial \theta} \mathbb{X}$

## Schwinger-Keldysh

$$
\left.\frac{\delta^{n}}{\delta\left(A_{1}+A_{2}\right)^{n}} \ln Z_{S K}\right|_{A_{1}-A_{2}=0}=0
$$

This is a topological symmetry. It is possible to construct topological theories in the following way:

Making $L(\phi)$ topological

$$
\text { I. } \phi=\phi+\theta \psi
$$

2. $Q \oiint=\frac{\partial}{\partial \theta} \$$
3. $S=\int d \theta d^{d} \sigma L(\$)$

For the Schwinger-Keldysh theory
I. $\mathbb{K}_{r}=\frac{1}{2}\left(X_{1}+X_{2}\right)+\theta X_{\bar{g}}$

$$
\mathbb{Z}_{a}=X_{g}+\theta\left(X_{1}-X_{2}\right)
$$

2. $\delta_{Q} \mathbb{K}=\frac{\partial}{\partial \theta} \mathbb{K}$
3. $S=\int d \theta d^{d} \sigma L\left(\mathbb{K}_{r}, \mathbb{K}_{a}\right)$

## Schwinger-Keldysh $Z_{S K}\left[A_{1}, A_{2}\right]_{\frac{H_{k}}{\Lambda}=1}^{\rightarrow} \int D \xi_{1} D \xi_{2} e^{\frac{i}{\hbar} S_{e f f}}$

Our goal is to find $S_{e f f}$.
End result:

$$
S_{\text {eff }}=\int d^{d} \sigma d \theta d \theta(\mathcal{L}+\widetilde{\mathcal{L}})
$$

- $Z_{S K}[A, A]=1$
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## Schwinger-Keldysh

We find that $K$ and $Q$ do not form a group. We add an extra nilpotent symmetry $\bar{Q}$.

Now:

$$
\mathbb{X}=X_{r}+\theta X_{\bar{g}}+\bar{\theta} X_{g}+\bar{\theta} \theta X_{a}
$$

and:

$$
\delta_{Q}=\frac{\partial}{\partial \theta} \quad \delta_{\bar{Q}}=\frac{\partial}{\partial \bar{\theta}}+i \theta £_{\beta}
$$

$$
\text { Recall } \rho=e^{-\beta H} \text { or } \rho=e^{\beta^{i} P_{i}}
$$

$$
\text { and we define, e.g., } £_{\beta} \phi=\beta^{i} \partial_{i} \phi
$$

## Schwinger-Keldysh

We find that $K$ and $Q$ do not form a group. We add an extra nilpotent symmetry $\bar{Q}$.

Now:
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\mathbb{X}=X_{r}+\theta X_{\bar{g}}+\bar{\theta} X_{g}+\bar{\theta} \theta X_{a}
$$

and:

$$
\delta_{Q}=\frac{\partial}{\partial \theta} \quad \delta_{\bar{Q}}=\frac{\partial}{\partial \bar{\theta}}+i \theta £_{\beta}
$$

and:

$$
S=\int d \theta d^{d} \sigma L\left(\mathbb{X}_{r}, \mathbb{X}_{a}\right)
$$

## Schwinger-Keldysh

We find that $K$ and $Q$ do not form a group. We add an extra nilpotent symmetry $\bar{Q}$.

Now:

$$
\mathbb{X}=X_{r}+\theta X_{\bar{g}}+\bar{\theta} X_{g}+\bar{\theta} \theta X_{a}
$$

and:

$$
\delta_{Q}=\frac{\partial}{\partial \theta} \quad \delta_{\bar{Q}}=\frac{\partial}{\partial \bar{\theta}}+i \theta £_{\beta}
$$

and:

$$
S=\int d \theta d \bar{\theta} L(\mathbb{X})
$$

## Schwinger-Keldysh $Z_{S K}\left[A_{1}, A_{2}\right]_{\frac{\square}{\Lambda}=1}^{\rightarrow} \rightarrow D \xi_{1} D \xi_{2} e^{\frac{i}{\hbar} S_{\text {eff }}}$

Our goal is to find $S_{e f f}$.
End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

We find that $K$ and $Q$ do not form a group. We add an extra nilpotent symmetry $\bar{Q}$.
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Our goal is to find $S_{e f f}$.
End result:
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S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
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where:

$$
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## Schwinger-Keldysh $Z_{S K}\left[A_{1}, A_{2}\right]_{\frac{n_{k}}{\Lambda}=1}^{\rightarrow} \int D \xi_{1} D \xi_{2} e^{\frac{i}{\hbar} S_{e f f}}$

Our goal is to find $S_{e f f}$.
End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\begin{gathered}
\mathcal{L}=\sqrt{-g} \mathcal{L}\left(g_{i j}, \beta^{i}\right) \\
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g_{1 / 2} i j(X)=\partial_{i} X^{\mu} \partial_{j} X^{\nu} g_{1 / 2 \mu \nu}(X)
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## Schwinger-Keldysh $Z_{S K}\left[A_{1}, A_{2}\right]_{\frac{\square}{\Lambda}=1}^{\rightarrow} \rightarrow D \xi_{1} D \xi_{2} e^{\frac{i}{\hbar} S_{\text {eff }}}$

Our goal is to find $S_{e f f}$.
End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\begin{gathered}
\mathcal{L}=\sqrt{-g} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right) \\
\mathfrak{g}_{i j}=\frac{1}{2}\left(g_{1 i j}(\mathcal{X})^{\star}+g_{2 i j}(\mathbb{X})\right)+\bar{\theta} \theta\left(g_{1 i j}\left(X_{r}\right)-g_{2 i j}\left(X_{r}\right)\right) \\
g_{1 / 2} i j(X)=\partial_{i} X^{\mu} \partial_{j} X^{\nu} g_{1 / 2 \mu \nu}(X)
\end{gathered}
$$

## Schwinger-Keldysh $Z_{S K}\left[A_{1}, A_{2}\right]_{\frac{H_{k}}{\Lambda}=1}^{\rightarrow} \int D \xi_{1} D \xi_{2} e^{\frac{i}{\hbar} S_{e f f}}$

Our goal is to find $S_{e f f}$.
End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathscr{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

In addition we impose

$$
\operatorname{Im} S_{e f f} \geq 0
$$

due to

$$
\left|Z_{S K}\left[A_{1}, A_{2}\right]\right|^{2} \leq 1
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} P\left(-\beta^{i} \mathfrak{g}_{i j} \beta^{j}\right)
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} P\left(-\beta^{i} \mathfrak{g}_{i j} \beta^{j}\right) \quad T^{-2}=-\beta^{i} \mathfrak{g}_{i j} \beta^{j}
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-g} P(T) \quad T^{-2}=-\beta^{i} \mathfrak{g}_{i j} \beta^{j}
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-g} P(T) \quad T^{-2}=-\beta^{i} \mathfrak{g}_{i j} \beta^{j}
$$

Leads to:

$$
T^{i j}=\epsilon u^{i} u^{j}+\left(g^{i j}+u^{i} u^{j}\right) P
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-g} P(T) \quad T^{-2}=-\beta^{i} \mathfrak{g}_{i j} \beta^{j}
$$

Leads to:

$$
T^{i j}=\epsilon u^{i} u^{j}+\left(g^{i j}+u^{i} u^{j}\right) P
$$

where:

$$
\epsilon=\frac{\partial P}{\partial T} T-P
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-g} P(T)
$$

Leads to:

$$
T^{i j}=\epsilon u^{i} u^{j}+\left(g^{i j}+u^{i} u^{j}\right) P
$$

where:

$$
\epsilon=\frac{\partial P}{\partial T} T-P \quad T \beta^{i}=u^{i} \quad u^{i} u_{i}=-1
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} P(T)
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{G}} \mathcal{L}\left(\mathscr{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-\mathbb{g}}\left(P-\eta \mathscr{G}^{i k} \mathbb{g}^{j l} D_{\theta} \mathscr{G}_{i j} D_{\bar{\theta}} \mathbb{G}_{k l}\right)
$$

## Schwinger-Keldysh

End result:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathbb{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$

Example:

$$
\mathcal{L}=\sqrt{-\mathbb{g}}\left(P-\eta \mathfrak{g}^{i k} \mathbb{g}^{j l} D_{\theta \mathbb{G}_{i j}} D_{\bar{\theta} \mathscr{G}_{k l}}\right)
$$

Leads to:

$$
T^{i j}=\epsilon u^{i} u^{j}+\left(g^{i j}+u^{i} u^{j}\right) P-\eta \sigma^{i j}
$$

## Summary

$$
Z_{S K}\left[A_{1}, A_{2}\right] \rightarrow \int D \xi_{1} D \xi_{2} e^{\frac{i}{\hbar} S_{\text {位 }}}
$$

Our goal is to find $S_{e f f}$.
Symmetries:

- $Z_{S K}\left[A_{1}+d \Lambda_{1}, A_{2}\right]=Z_{S K}\left[A_{1}, A_{2}+d \Lambda_{2}\right]=Z_{S K}\left[A_{1}, A_{2}\right]$
- $Z_{S K}[A, A]=1$
- $Z_{S K}\left[A_{1}, A_{2}\right]^{*}=Z_{S K}\left[A_{2}^{*}, A_{1}^{*}\right] \quad\left|Z_{S K}\left[A_{1}, A_{2}\right]\right|^{2} \leq 1$
- $Z_{S K}\left[A_{1}, A_{2}\right]=Z_{S K}\left[\eta_{A_{1}} A_{1}\left(-t_{1}\right), \eta_{A_{2}} A_{2}\left(-t_{2}-i \beta\right)\right]$

Degrees of freedom:

- $X_{1}^{\alpha} \quad X_{2}^{\alpha}$


## Summary

We found:

$$
S_{e f f}=\int d^{d} \sigma d \theta d \bar{\theta}(\mathcal{L}+\widetilde{\mathcal{L}})
$$

where:

$$
\mathcal{L}=\sqrt{-\mathscr{g}} \mathcal{L}\left(\mathfrak{g}_{i j}, \beta^{i}\right)
$$
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- Generalizations to more contours
- Classification (Loganayagam, 2019)
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## Chaos

Chaos can be characterised by

$$
\operatorname{Tr}\left(e^{-\beta H}[V(t), W(0)]^{2}\right) \sim e^{\lambda t}
$$

where

$$
\lambda \leq \lambda_{\max }=2 \pi T
$$

(Maldacena, Shenker, Stanford, 2019)

## Chaos

Chaos can be characterised by

$$
\operatorname{Tr}\left(e^{-\beta H}[V(t), W(0)]^{2}\right) \sim e^{\lambda t}
$$

where

$$
\lambda \leq \lambda_{\max }=2 \pi T
$$

(Maldacena, Shenker, Stanford, 2019)

It is possible to compute these 4-pt functions via Schwinger Keldysh theory?
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## Stochastic noise

The 'a' type fields in the action encode stochastic noise which, at the quadratic level is Gaussian-like

$$
\begin{aligned}
Z & \sim \int e^{i \int i X_{a}^{2} G\left(X_{r}\right)+\ldots d^{d} x} D X_{a} D X_{r} \\
& \sim \int e^{-\int X_{a}^{2} G\left(X_{r}\right)+\ldots d^{d} x} D X_{a} D X_{r}
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- Validity of hydro ?
- How do 3rd order terms contribute?
-What about noise associated with particular solutions?
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Can we use this to verify the structure of the effective action?
Can one see the ghosts in the Schwinger Keldysh action? (Gau, Glorioso, Liu, 2018)
Can one find a prescription which is independent of the background geometry?
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- Are there better examples?
- Is there a geometric interpretation in AdS/CFT?
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This leads to Kolmogorov's theory where energy is dissipated at small scales.
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Phenomenologically and numerically one finds that (the dissipative anomaly)

$$
\lim _{R \rightarrow \infty} \frac{1}{R} \Omega \neq 0
$$

Taking a closer look:

$$
d=2
$$

$$
\partial_{t} \Omega=\int \omega_{\omega_{j i} \omega^{i} \sigma^{k j} d^{d}} x-\frac{1}{R} \int \partial_{k} \omega_{i j} \partial^{k} \omega^{i j}
$$

## Hidden symmetries

The energy equation is

$$
\partial_{t} E=-\frac{1}{R} \Omega
$$

Taking a closer look:

$$
\partial_{t} \Omega=\int \frac{d=2}{\omega_{j i} \omega^{2} d^{d}} x-\frac{1}{R} \int \partial_{k} \omega_{i j} \partial^{k} \omega^{i j}
$$

So in 2 dimensions we have, for large R ,

$$
\partial_{t} E=0 \quad \partial_{t} \Omega=-\frac{1}{R} P
$$

which leads to the inverse cascade picture.

## Hidden symmetries

Is there an analog of enstrophy in relativistic flow?

## Hidden symmetries

Is there an analog of enstrophy in relativistic flow?
For conformal, uncharged fluids,

$$
J^{\mu}=\frac{\Omega_{\alpha \beta} \Omega^{\alpha \beta}}{T^{2}} u^{\mu}
$$

with

$$
\Omega_{\alpha \beta}=\partial_{\alpha}\left(T u_{\beta}\right)-\partial_{\beta}\left(T u_{\alpha}\right)
$$

satisfies

$$
\partial_{\mu} J^{\mu}=\mathcal{O}\left(\partial^{4}\right)
$$

## Hidden symmetries

For conformal, uncharged fluids,

$$
J^{\mu}=\frac{\Omega_{\alpha \beta} \Omega^{\alpha \beta}}{T^{2}} u^{\mu} \quad \partial_{\mu} J^{\mu}=\mathcal{O}\left(\partial^{4}\right)
$$

We can generalise this to other equations of state by looking for symmetries of the effective action:

$$
S=\int \sqrt{-g} P(T, \mu) d^{d+1} \sigma
$$

## Hidden symmetries

For conformal, uncharged fluids,

$$
J^{\mu}=\frac{\Omega_{\alpha \beta} \Omega^{\alpha \beta}}{T^{2}} u^{\mu} \quad \partial_{\mu} J^{\mu}=\mathcal{O}\left(\partial^{4}\right)
$$

We can generalise this to other equations of state by looking for symmetries of the effective action:

$$
S=\int \sqrt{-g} P(T, \mu) d^{d+1} \sigma
$$

In 2 spatial dimensions one finds that

$$
\begin{aligned}
& \delta X^{\mu}=\frac{\Omega^{2}}{T s^{2}} u^{\mu}-\frac{2}{s p^{\prime}} P^{\mu \alpha}\left(2 \nabla_{\nu} \Omega^{\nu}{ }_{\alpha}+\frac{\Theta E_{\alpha}}{p^{\prime}}+2 \Omega_{\nu \alpha} a^{\nu}+\frac{2}{s}\left(\frac{\partial s}{\partial T} \nabla_{\nu} T+\frac{\partial s}{\partial \mu} \nabla_{\nu} \mu\right) \Omega_{\alpha}{ }^{\nu}\right) \\
& \delta C=-\frac{\mu \Omega^{2}}{s^{2} T}
\end{aligned}
$$

with

$$
P=p(T f(\mu / T))
$$

## Hidden symmetries

More generally, we can generalise this to other equations of state by looking for symmetries of the effective action:

$$
S=\int \sqrt{-g} P(T, \mu) d^{d+1} \sigma
$$

In 2 spatial dimensions one finds that

$$
\begin{aligned}
& \delta X^{\mu}=\frac{\Omega^{2}}{T s^{2}} u^{\mu}-\frac{2}{s p^{\prime}} P^{\mu \alpha}\left(2 \nabla_{\nu} \Omega^{\nu}{ }_{\alpha}+\frac{\Theta E_{\alpha}}{p^{\prime}}+2 \Omega_{\nu \alpha} a^{\nu}+\frac{2}{s}\left(\frac{\partial s}{\partial T} \nabla_{\nu} T+\frac{\partial s}{\partial \mu} \nabla_{\nu} \mu\right) \Omega_{\alpha}{ }^{\nu}\right) \\
& \delta C=-\frac{\mu \Omega^{2}}{s^{2} T}
\end{aligned}
$$

with

$$
P=p(T f(\mu / T))
$$

is a symmetry. The associated current is

$$
J^{\mu}=\frac{\Omega^{2}}{s} u^{\mu} \quad \Omega_{\alpha \beta}=\partial_{\alpha}\left(T f(\mu / T) u_{\beta}\right)-\partial_{\beta}\left(T f(\mu / T) u_{\alpha}\right)
$$

## Outlook

- Generalizations
- Chaos
- Stochastic noise
- AdS/CFT
- Classification \& constraints
- Hidden symmetries

