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- Each class is richer than the previous one, having more and more invariants
- Each class has a different universality and a different $1 / N$ expansion
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$$
\begin{gathered}
Z(\lambda, N)=Z_{0}^{-1} \int e^{-N\left(\operatorname{Tr} M^{2}+\lambda \operatorname{Tr} M^{p}\right)} d M \\
\log Z(\lambda, N)=\sum_{V \geq 1} \lambda^{V} a(V, N) \\
a(V, N)=\sum_{g \geq 0} N^{2-2 g} a(g, V)
\end{gathered}
$$
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## Counting Faces with Jackets

Each face $f_{i j}$ belongs to $(D-1)$ ! jackets (the ones in which $i$ and $j$ are adjacent).
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Let's prove it!
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\begin{equation*}
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Klebanov-Tarnopolosky: Computer Study, order 8, Part 3
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## Complete Proof

Carrozza et al (2017-2018) : melons dominate all rank-three irreducible representations of $O(N)$
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## Complete Proof

Carrozza et al (2017-2018) : melons dominate all rank-three irreducible representations of $O(N)$

$$
1 \otimes 2 \otimes 3=\begin{array}{|l|l|l|l|}
\hline 1|2| 3 \\
\hline \frac{1}{2} \\
\hline 3
\end{array} \oplus \begin{array}{|l|l|}
\hline 1 & 3 \\
\hline 2 & \\
\hline & 2 \\
\hline 3 & \\
\hline
\end{array}
$$

- traceless symmetric: arXiv:1712.00249
- fully anti-symmetric: arXiv:1712.00249
- mixed: arXiv:1803.02496

Conjecture: melons dominate all irreducible $O(N)$ representations at any finite rank $\geq 3$.

## Klebanov Conjecture, order 8
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More precisely they found that
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They argued convincingly that saturation of this bound is a strong indication of the presence of quantum gravity. (Regge trajectory for a "graviton")

## The MSS bound, II

More precisely they found that

$$
F \simeq\left(a-\frac{b}{N^{2}} e^{\lambda_{L} t}\right)^{-b}, t_{d}<t<t_{s}
$$

and that $\lambda_{L} \leq 2 \pi T / \hbar$.
They argued convincingly that saturation of this bound is a strong indication of the presence of quantum gravity. (Regge trajectory for a "graviton").

## The Sachdev-Ye-Kitaev Model

## In 2015 Kitaev found a very simple quasi-conformal one dimensional quantum mechanics model which saturates the MSS bound, indicating the

## The Sachdev-Ye-Kitaev Model

In 2015 Kitaev found a very simple quasi-conformal one dimensional quantum mechanics model which saturates the MSS bound, indicating the surprising presence of a gravitational dual.

The action is


## The Sachdev-Ye-Kitaev Model

In 2015 Kitaev found a very simple quasi-conformal one dimensional quantum mechanics model which saturates the MSS bound, indicating the surprising presence of a gravitational dual.

The action is

$$
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$\psi$ an $N$-vector Majorana Fermion.
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\Sigma(\tau)=J^{2} G(\tau)^{q-1}
\end{gathered}
$$

Since $G_{0}^{-1}(\omega)=i \omega$, at small $\omega$ we can neglect the first term in the SD equation and get to solve
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J^{2} G \star G(\tau)^{q-1}=\delta
$$
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## The SYK Model, IV

Reparametrization invariance of the equation
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$$
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## Some Remarks

The conformal decay $G_{c}(\tau) \simeq \tau^{2 / q}$ at small $\omega$ corresponds to the theory being a just renormalizable tensor field theory (Ben Geloun, Dine, Carrozza, Oriti, R. Toriumi...)

The SYK papers did not pay initially too much attention to proving that the leading graphs were melonic. Indeed this property of quenched models was known before Kitaev in the condensed matter community (Georges, Parcollet, Sachdev, Ye...)
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## The 4-point Function in Melonic Limit

$$
\frac{1}{N^{2}} \sum_{1 \leq i, j \leq N} \exp T\left(\psi_{i}\left(\tau_{1}\right) \psi_{i}\left(\tau_{2}\right) \psi_{j}\left(\tau_{3}\right) \psi_{j}\left(\tau_{4}\right)\right)=G\left(\tau_{12}\right) G\left(\tau_{34}\right)+\frac{1}{N} \mathcal{F}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)+\cdots
$$

where we write $\tau_{12}=\tau_{1}-\tau_{2}$.
The function $\mathcal{F}$ then develops graphically as
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## Ladders and Rungs

Calling $\mathcal{F}_{n}$ the ladder with $n$ "rungs" we have $\mathcal{F}=\sum_{n \geq 0} \mathcal{F}_{n}$.

$$
\begin{aligned}
\mathcal{F}_{0}= & -G\left(\tau_{13}\right) G\left(\tau_{24}\right)+G\left(\tau_{14}\right) G\left(\tau_{23}\right) \\
\mathcal{F}_{n+1}\left(\tau_{1}, \tau_{2}, \tau_{3}, \tau_{4}\right)= & J^{2}(q-1) \int d \tau d \tau^{\prime} G\left(\tau_{1}-\tau\right) G\left(\tau_{2}-\tau^{\prime}\right) G^{q-2}\left(\tau-\tau^{\prime}\right) \\
& G\left(\tau-\tau_{3}\right) G\left(\tau^{\prime}-\tau_{4}\right)-\left[\tau_{3}<->\tau_{4}\right] \\
= & \int \partial \tau \partial \tau^{\prime} K\left(\tau_{1}, \tau_{2}, \tau, \tau^{\prime}\right) \mathcal{F}_{n}\left(\tau, \tau^{\prime}, \tau_{3}, \tau_{4}\right)
\end{aligned}
$$
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## The rung operator, II

The main problem is therefore to diagonalize this rung operator $K$. In particular if 1 is an eigenvalue of $K$, it signals a divergent mode. Indeed

$$
\mathcal{F}=\sum_{n \geq 0} \mathcal{F}_{n}=\sum_{n \geq 0} K^{n} \mathcal{F}_{0}=\frac{1}{1-K} \mathcal{F}_{0}
$$
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## The rung kernel

Recalling the formula for the two point function in the approximate conformal (infrared) limit at zero temperature
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## Reformulation with cross ratios

Conformal invariance allows us to simplify the problem by reexpressing $K$ as a function of the cross ratio $\chi=\frac{\tau_{12} \tau_{34}}{\tau_{13} \tau_{24}}$ acting on single variable rung functions

$$
\mathcal{F}_{n+1}(\chi)=\int \frac{d \tilde{\chi}}{\tilde{\chi}^{2}} K_{c}(\chi, \tilde{\chi}) \mathcal{F}_{n}(\tilde{\chi})
$$

To further simplify the diagonalization it is important to find out operators commuting with $K$. The Casimir operator $C=\chi^{2}(1-\chi) \partial_{\chi}^{2}-\chi^{2} \partial_{\chi}$ is such an operator, with a known complete set of eigenvectors $\Psi_{h}(\chi)$ with eigenvalues $h(h-1)$, which are therefore also the eigenvectors of $K_{c}(\chi, \tilde{\chi})$
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## Conclusion



Thank you for your attention!


[^0]:    Planar $g=0$ graphs lead the $1 / N$ matrix expansion

[^1]:    uses $D+1$ random tensors;

[^2]:    (work by A. I. Larkin and Y. N. Ovchinnikov on quantum chaos, 1969)

