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Now let's show that PFASST actually is a multigrid algorithm, under certain assumptions and use this to analyze the parallel performance.

Collocation formulation on a single time-step

Consider the Picard form of an initial value problem on [ $T_{l}, T_{l+1}$ ]

$$
u(t)=u_{l}+\int_{T_{l}}^{t} \mathbf{A} \cdot u(s) d s
$$

discretized using spectral quadrature rules with nodes $\tau_{m}$ :

$$
(\mathbf{I}-\Delta t \mathbf{Q} \otimes \mathbf{A})(\mathbf{u})=\mathbf{u}_{l}
$$

This corresponds to a fully implicit Runge-Kutta method on [ $T_{l}, T_{l+1}$ ], which we solve iteratively.
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## Linked collocation problem

$$
\begin{aligned}
& t_{0} \text { _ We now link } L \text { time-steps together, using } \mathbf{N} \text { to transfer } \\
& { }^{\tau_{1}} \\
& { }^{\tau_{2}} \\
& t_{1} \xrightarrow{\tau_{3}} \quad\left(\begin{array}{c}
\mathbf{1}-\Delta t \mathbf{Q} \otimes \mathbf{A} \\
-\mathbf{N}
\end{array} \quad \mathbf{I - \Delta t \mathbf { Q } \otimes \mathbf { A } .}\right. \\
& T \rightarrow{ }^{\tau_{3}} \\
& \text { information from step } / \text { to step } I+1 \text {. We get: } \\
& \begin{array}{r}
\bullet^{\tau_{1}} \\
\bullet^{\tau_{2}}
\end{array} \\
& \text { information from step / to step / 1. We get. } \\
& \left(\begin{array}{cccc}
\mathbf{I}-\Delta t \mathbf{Q} \otimes \mathbf{A} & & & \\
-\mathbf{N} & \mathbf{I}-\Delta t \mathbf{Q} \otimes \mathbf{A} & & \\
& \ddots & \ddots & \\
& & -\mathbf{N} & \mathbf{I}-\Delta t \mathbf{Q} \otimes \mathbf{A}
\end{array}\right)\left(\begin{array}{c}
\mathbf{u}_{1} \\
\mathbf{u}_{2} \\
\vdots \\
\mathbf{u}_{L}
\end{array}\right)=\left(\begin{array}{c}
\mathbf{u}_{0} \\
0 \\
\vdots \\
0
\end{array}\right) \\
& t_{2} \overbrace{-}^{\tau_{3}} \\
& { }^{\tau_{1}} \\
& \tau_{2} \\
& 3
\end{aligned}
$$
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## Linked collocation problem

$t_{0}$ _ We now link $L$ time-steps together, using $\mathbf{N}$ to transfer
$\bullet^{\tau_{1}}$
$\bullet^{\tau_{2}}$

$t_{2}{ }_{0}^{{ }_{0}^{\tau_{3}}}$
$T \backsim \tau_{3}$
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## Local Fourier Analysis from a matrix point of view

 just transformation$$
\begin{aligned}
\mathcal{F}^{-1} \mathbf{T}_{\text {PFASST }} \mathcal{F} & \simeq \psi^{-1} \mathbf{T}_{\text {space }} \psi \otimes \mathbf{T}_{\text {time }} \otimes \mathbf{T}_{\text {colloc }} \\
& =\left[\begin{array}{llll} 
& & & \\
& & & \\
& & \ddots & \\
& & & \\
& & & \\
& & & \\
& & &
\end{array}\right]
\end{aligned}
$$

Now we have e.g. 4500 "time collocation" blocks $\mathcal{B}_{k}$ of size $2 \cdot 10 \cdot 5$ instead of one matrix of size $4.5 \cdot 10^{5}$.
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$$
\rho(\mathbf{T})=\max _{l} \rho\left(\mathcal{B}_{l}\right)
$$

norms

$$
\|\mathbf{T}\|_{2}=\max _{l}\left\|\mathcal{B}_{l}\right\|_{2}
$$

power

$$
\mathbf{T}^{k}=\mathcal{F} \operatorname{diag}\left(\mathcal{B}_{1}^{k}, \mathcal{B}_{2}^{k}, \ldots, \mathcal{B}_{N}^{k}\right) \mathcal{F}^{-1}
$$
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\begin{aligned}
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Figure: Numerical solution for the initial value $u_{0}=\sin (x)$.

Use second order difference method to discretize the heat equation

$$
\begin{aligned}
\mathbf{u}_{t}(t) & =\mathbf{A} \mathbf{u}(t) \\
\mathbf{A} & =\frac{\mu}{(\Delta x)^{2}}\left(\begin{array}{ccccc}
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\nu & =\mu \Delta t /(\Delta x)^{2}
\end{aligned}
$$

Space problem is decomposable into the modes $\mathbf{m}_{k}=\left[\exp \left(i \cdot \frac{k n}{N}\right)\right]_{n=1, \ldots, N}$.
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## Upcoming challenges

- Local Fourier analysis
- Time coarsening
- Compare to other space time MGs
- Writing the PhD thesis



# Thank you for your attention! 

