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If we write

u = u′ + u0, ξ = ξ′ + ξ0, T = T ′ + T0, (19)

where u0, ξ0, T0 is a steady solution, and substitute into the three equations for u, ξ, and

T , we obtain the perturbation equations in u′, ξ′, and T ′. The trivial solution satisfies the

perturbation equations, and it corresponds to u0, ξ0, T0. If the perturbation equations are

linearized and we assume that the unknown functions may be written as

u′(r, θ, t) = eλtψu(r, θ), ξ′(r, θ, t) = eλtψξ(r, θ), T ′(r, θ, t) = eλtψT (r, θ), (20)

then a linear eigenvalue problem is obtained. Consequently, the eigenvalues λ can be found

from the generalized eigenvalue problem of the form

λA0Ψ = L0Ψ, (21)

where

Ψ =




ψu

ψξ

ψT ,





is the eigenfunction, and A0 and L0 are 3× 3 matrices of linear differential operators.

4 Numerical methods

4.1 Discretization

Because it is not possible to find analytic solutions for either the steady solution or the

eigenvalue problem, the solutions are approximated numerically. Second order centered

finite differencing is used to discretize the spatial derivatives. We approximate the value

of the unknown functions at the locations of N × N uniformly spaced grid points in the

interior of the domain. Sufficient accuracy is obtained from approximating the solutions on

a uniform grid because the boundary layers in the steady solution are not severe (see below).

The values of u and T on the outer boundary and on the equator, as well as those of T at

the pole, are not determined by the boundary conditions, and must also be considered as

unknowns. This leads to discretized solution vectors of size 3N2 + 5N . Discretization of the

steady equations for u, ξ, and T leads to a system of nonlinear algebraic equations that can

be solved by Newton iteration and Keller continuation as explained in Section 4.2, to find

an approximation of the steady solution.

For the numerical approximation of the eigenvalues, the linearized perturbation equations

are discretized, and thus the values of the steady solution are only needed at specific locations

(the grid points) and the computed approximations are used. That is, the linearization is

made about the approximate solution. Thus, upon discretization the partial differential

eigenvalue problem becomes a generalized matrix eigenvalue problem.


