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Standard model
Random effects model

Experiments i = 1, . . . ,m; data in each experiment j = 1, . . . , ni ;
Standard model

χ2 = γ
∑
ij

{dataij − theory(θ)ij}2

error2
ij

with θ being a vector of parameters and γ = σ−2 potentially a
scale factor for the error, acknowledging that the error model
might be wrong by such a factor.

The standard model ignores that in every experiment the theory
does not quite fit, so that each experiment should have its own
parameter vector θ and it therefore grossly underestimates the
error of predicting the results in a future experiment.
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Standard model
Random effects model

A random effects model formalises this by letting θi , the
parameters in experiment i , be different but taken from a
(population) distribution of parameter values, for example by
assuming a joint distribution with log density proportional to

χ̃2 =
∑
ij

γ
{dataij − theory(θi )ij}2

error2
ij

+ λ(θi − θ)>H(θi − θ),

i.e. it says that θi ∼ N{θ, (λH)−1}.
So, the formal parameters of this model are θ, possibly γ and λ,
and even possibly H. The second term in the modified χ2

represents and error type which, following Thiele (1880), could be
termed ‘quasi-systematic’, see also Lauritzen (1981, 2002).
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For simplicity consider the case where σ2 = 1 is known and where
we choose H to be the Hessian matrix of the first χ2. This leaves
λ as the single unknown parameter in the model. This may be
slightly ad hoc as H cannot then be specified independently of the
measurements. Should like to explore this choice further.

λ can then for example be estimated by maximum likelihood by
maximizing

L(λ) =

∫
exp{−χ̃2}

m∏
i=1

dθi

which is a high-dimensional integral.
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L(λ) in general be maximised by using the EM algorithm,
calculating

q(λ) = E log L(λ) = −
∫
χ̃2

m∏
i=1

dθi

by Monte–Carlo integration, then maximizing q(λ) and iterating.

Full Bayesian analysis by MCMC is also possible and possibly
preferable.
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This type of analysis is known under many different names, each
having its own little twist or focus of interest. Common names for
a Google scholar search would be mixed models, mixed effect
models, empirical Bayes, variance component models, multi-level
models, hierarchical Bayes models, etc...

The original sources for empirical Bayes methods are Robbins
(1956, 1964); an excellent overview and explanation of the merits
of the methodology is given in Efron (2003); see for example also
Gelman et al. (2004, chap. 5,chap. 15) and/or Carlin and Louis
(2009, chap. 5) (Chapter 3 in second edition).
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One interpretation of the methodology is that the second term in
χ̃2 represents a Gaussian prior distribution of the parameters of
each individual experiment, with covariance matrix (λH)−1.

It may be more adequate, although computationally typically more
involved, to use a prior distribution with heavier tails, such as, for
example a multivariate t-idstribution, or a distribution with density
proportional to

exp−λ
√

(θi − θ)>(θi − θ).
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